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ABSTRACT

A number of innovative data processing algorithms and analysis techniques were developed to demonstrate improved capability for nuclear explosion monitoring. The focus was on techniques to address the challenges unique to the detection, location and characterization of events in the Arctic region using regional seismic array data. This research and development project was built upon the techniques and algorithms of others (e.g. as developed by NORSAR) and involved the development of new processing techniques and integration into a demonstration prototype system.

In support of the research and development activities, and as a test dataset to demonstrate improvements in capability, a comprehensive dataset of seismic recordings was assembled from historical regional events. The dataset included waveform segments from 40 different seismic stations recording historical nuclear and chemical explosions, earthquakes, and in-water explosions. In addition to the segmented datasets, 12 continuous days of waveform data, from key stations, were assembled into a fixed dataset that was used amongst other purposes, to assess noise characteristics and detection false alarm rates.

The above datasets were supplemented by theoretically scaling historical nuclear explosion waveform recordings down to levels allowing assessment of techniques applicable to low signal-to-noise ratios situations. The scaled waveforms were embedded in representative background noise and integrated into a database suitable for processing using both standard systems and new and improved algorithms. The embedded scaled events were used to conduct a detector fly-off experiment that systematically compared the performance of a new implementation of the adaptive beamforming (ABF) technique, the F-statistic detector, and a number of different recipes and configurations of the standard sta/lta detector running against conventional coherent and incoherent beams.

Detection comparison tests involving key regional seismic arrays (ARCES, SPITS) running against much broader and varied time windows, have the objective of better quantifying the performance of the ABF and F-stat detectors, and confirm that significant improvements in detection are achievable.
OBJECTIVES

Regional event detection, location and characterization have been areas of considerable interest and focus of nuclear explosion monitoring research and development for many years. This research and development project emphasized improved processing techniques. The scope of the project included signal detection of low SNR events, improved location particularly in the area of uncertainty error estimation and reference waveform utilization, and new techniques for event characterization.

RESEARCH ACCOMPLISHMENTS

In the following subsections we present many of the key results of the research. It should be noted that several key accomplishments were achieved and are summarized in bulleted form here, and are not described further in this paper.

- Developed a test and evaluation dataset of seismic recordings assembled from historical events recorded at the regional seismic arrays ARCES, FINES and SPITS
- Assembled 12 continuous days of waveform data from key stations into at fixed dataset
- Theoretically scaled historical nuclear explosion waveform recordings down to low SNR levels
- Developed a non-Gaussian error estimation and visualization tool
- Developed a scrolling-FK visualization tool to facilitate continuous review of array data in FK-space
- Applied phase-match filtering and spectral surface wave magnitude to enhance detection and reliable measurement of Ms for use with the Ms:mb discriminant.

The key research accomplishments are presented below.

Adaptive Beamforming and Detector Comparison Experiments

Noise at small regional arrays like ARCES is often partially coherent across the array and therefore not attenuated by conventional beamforming (CBF). At low frequencies (< 3Hz) coherent noise is often dominated by microseisms. Above 3 Hz, anthropogenic continuous narrow-band clutter is often from machinery and/or aircraft. Adaptive beamforming (ABF) updates a prediction error filter for each channel based on past noise to match the conventional beam directed at a specified slowness and azimuth. Consequently, ABF provides a distortionless response directed at the target beam while rejecting organized noise from other beams. ABF has the potential to remove coherent noise to reduce detection thresholds, increase bandwidth, increase signal-to-noise of weak onsets, and reduce false alarms.

ABF was tested against CBF using the prototype Matlab code to analyze noise windows (~1 hour) before and after small events recorded at ARCES and SPITS. Figure 1 compares the ABF and CBF Pn spectrograms recorded at ARCES. At the time, ARCES suffered from severe winter microseisms and anthropogenic clutter at several frequencies. Clutter from an aircraft is also seen. ABF attenuated microseisms below 3 Hz by 3-9 DB and narrow-band signals by 10-20 DB. A 3.1 Hz line associated to clutter was attenuated by ~30 DB.

ABF was coded in DFX (Detection and Feature eXtraction) and installed in a processing pipeline. The DFX installation of ABF is stable and adds only modest computational overhead compared to CBF. ABF output was configured for standard DFX STA/LTA detection. ABF was run for 24 hours on selected Pn and Sn beams optimized for signals at ARCES, NORES, FINES, and SPITS. Scaled explosion waveforms were embedded in the noise. STA/LTA detections from ABF and CBF output were compared. SNR were estimated from STA/LTA ratios of the embedded explosions.

The relative performance of four detectors was compared for one day, February 23, 2002. Scaled waveforms of a historical nuclear explosion were embedded in the data for three of the arrays, ARCES, FINES, and NORES. To assess detector performance at low SNRs, the waveforms were scaled and embedded at many different levels. The detector comparison or “fly-off” test included, as a baseline, the conventional detector with two different sets of recipes, one provided by NORSAR and employed in its operational processing (here labeled NORSAR) and another with a broad coverage of the Arctic region was composed for the test (labeled CBF below). The F-statistic detector
(FSTAT) was included in the “fly-off”, although this detector is often considered less effective at regional than at teleseismic distances.

The embedded explosions were detected by all four detectors - NORSAR, CBF, ABF, and FSTAT - down to the same lowest scaled magnitude. The top panel in Figure 2 compares the SNR of the detecting beams of the NORSAR and the ABF detectors with CBF as a reference. The average SNR is generally higher for the ABF detector than for the two conventional beam sets (NORSAR & CBF). The SNR of the FSTAT cannot be directly compared with those of the other detectors as its STA/LTA ratio is based on an F-statistic and not a signal beam.

Some of the detections could be associated with known events in the IDC REB and other bulletins. The ABF detector triggered on a clearly larger number of associated detections (REB data not available for NORES and SPITS association) than had other detectors. Unassociated detections are an indication of the false alarm rate. Unassociated detections vs. threshold vary among the detectors and from station to station, but the FSTAT detector generally had the smallest number of unassociated detections (bottom panel of Figure 2). The modest number of unassociated detections (per day) suggests that it is possible to lower the detection threshold in some instances by selective threshold tuning.

All detectors detected scaled explosions down to the same low-magnitude levels. The ABF provided higher SNR and association rates than the conventional detectors with similar unassociated detection rates. The FSTAT detector provided robust detection capability with the lowest unassociated rates among the detectors. Results suggest that using an F-statistic detector on the ABF output may provide both higher SNRs and lower false alarm rates. The “fly-off” test demonstrated the usefulness of scaled signals for detector assessment. The ABF and FSTAT show promise in lowering thresholds and lower false alarm rates and warrants further investigation.

Elevation Corrections and Data Resampling

The large elevation difference among elements of the SPITS array (0.140 km) compared with the horizontal aperture of the array (0.9 km) limits the performance of processing based on a horizontal planar array. Time delays used in beamforming only approximate actual time delays at array elements, resulting in reduced SNR and estimates of slowness and azimuth, based on FK analysis that may be biased.

To account for elevation differences and improve spatial coherence, 3D FK processing and beamforming were implemented in DFX. The vertical slowness for a given beam is defined from the horizontal slowness of the beam and the local P and S wave velocity at the array. A local average P velocity of 4.6 km/s for the SPITS array was estimated from teleseismic P waves recorded from about 100 broadly-distributed large events. The estimated value is in close agreement with estimates based on local data (Kremenetskaya et. al., 2001). The estimate was obtained by fitting values of horizontal slowness, azimuth, and vertical slowness of a plane wave across the array to pairs of time delays among array elements obtained from cross-correlation analysis.

Signals of small events recorded at the arrays SPITS and ARCES often contain significant energy above 10 Hz. Resampling of waveform data to a higher sampling rate further improves the alignment of element traces for the array beam. Improvements in SNR with resampling and elevation corrections are illustrated in Figure 3.

Elevation correction and data resampling of SPITS waveform data reduce bias in azimuth and slowness estimates. Elevation corrections and data resampling can also provide some SNR improvement. A consistent improvement was obtained for small events recorded at ARCES and SPITS. A 5 dB improvement was demonstrated for high frequency signals recorded at SPITS.

Phase Dependent Measurement Errors

In standard practice, location uncertainties are represented by the 90% coverage ellipse, which assumes that the data uncertainties are known a priori (IDC Doc. 5.2.1, 1998). If the a priori errors are independent and Gaussian, the confidence coefficient (or coverage parameter) follows a $\chi^2$-distribution with 2 degrees of freedom. The a priori errors are further divided into measurement and model errors, the former representing reading errors, the latter the uncertainties in the predicted travel-times. The actual coverage of the 90% error ellipse (i.e. the percent of true locations covered by the error ellipse 90% of the time) clearly depends on the reliability of the a priori error
estimates. Location calibration deals primarily with improved travel-time predictions and model errors. The primary focus of this study was the better estimation of measurement errors.

Currently, measurement errors are calculated from the signal-to-noise ratio (SNR) of the detection (Israelsson et. al., 1997). The linear relationship was derived from teleseismic P phases, but applied to all other phases. Therefore the measurement errors can be under-estimated for regional and secondary phases. While retaining the linear dependency on the SNR, we have now derived coefficients for teleseismic and regional P, S, and Lg phases using REB readings for some 200 GT0-5 mining events and explosions in Fennoscandia and the Eastern European platform (Bondár et. al. 2002).

To test the phase-dependent measurement errors, we relocated the ground-truth events first using the current IDC error model, then the new measurement errors. In both cases IASPEI travel-time tables and model errors were applied. Finally, the events were located using the new measurement errors and path-dependent travel-time corrections with their corresponding model errors.

In conclusion, the enlarged phase-dependent measurement errors result in larger but more realistic error ellipses thus leading to significant improvements in coverage statistics. The actual coverage of the 90% error ellipse increased from 65% to 75%, when using the IASPEI velocity model, indicating that the IASPEI model errors are still underestimated. Phase-dependent measurement errors combined with calibrated travel-time predictions and model errors generate error ellipses close to 90% actual coverage.

**Ground-Truth Through Use of Satellite Imagery and Terrain Elevation Data**

In the development of the test and evaluation datasets, a number of published sources (Izdat, 2000, Richards, 2000 amongst others) were reviewed in order to select ground-truth events for testing and evaluating event location techniques. Given that there were inconsistencies between the published sources (e.g. the Oct. 24, 1990 nuclear explosion) and the importance of GT locations, we reexamined the waveform data for the historical nuclear explosions along with satellite imagery and terrain elevation data to assess GT attributions.

Standard imagery analysis techniques were applied to a series of 1m resolution commercial satellite images taken in 2000 to determine all known man-made features on the images, with a particular emphasis on identifying adits. Based on estimated yields, consequent overburden requirements and possible adit locations we were able to map out those portions of the test site that could realistically contain the largest of the nuclear explosions recorded since 1984. Figure 4 shows a map of the Matochkin Shar test site area, showing that the generally accepted location (Richards, 2000) for the Oct. 24, 1990 event appears to be slightly mislocated. A relocation of the event using a combined waveform cross-correlation, master event location technique also points to the event being about 1-2 km farther west than described by Richards, 2000.

**Cepstral Analysis of Seismic Recordings of In-water Events**

In-water explosions that do not breach the surface produce bubble pulses. In-water and shallow underground events can also produce water column reverberations. Both effects cause interference of the signals that are observed as modulations (or scalloping) in spectra and peaks in cepstra at corresponding delay times. Because these are near source effects, scalloping is generally present in all seismic phases at stations with adequate SNR over a sufficient bandwidth.

Spectral analysis is often advantageous in cases of limited bandwidth, which can obscure valid cepstral peaks and introduce false alarms. However, it is not clear how to quantify the significance of spectral scalloping. Thus, we use cepstral peak measurements because their significance can be quantified (Bonner et. al. 2000), and we apply a stringent significance level and physical constraints, based on local bathymetry and source yield, to eliminate spurious peaks.

The significance of a cepstral peak at a delay time, $t_d$, is quantified by defining $F_{2,2}(N-1)(t_d) = Nx(t_d)/\text{var}(t_d)$, where $N$ is the number of cepstra computed for each seismic phase, $x(t_d)$ and $\text{var}(t_d)$ are the mean and variance of the cepstra at $t_d$. Under the hypothesis that the peak is zero, this quantity has an F-distribution with 2 and $2(N-1)$ degrees of freedom. This hypothesis is rejected if $F_{2,2}(N-1)(t_d)$ is greater than the percentile of the F-distribution at a
given significance level, which we set at 0.005. Figure 5 shows an example of this analysis for the main Kursk explosion on 12 August 2000.

Physical interpretation of cepstra is modeled by exponential time functions for the primary pressure wave and bubble pulses, convolved with ocean surface and bottom reflections for a given water depth, event depth, and yield (Baumgardt and Der, 1998). The cepstrum of this theoretical time function is computed and peaks in the model and data cepstra are compared to estimate the source depth and yield that provide the best fit (Figure 5). For the Kursk explosion, the estimated source depth and yield are approximately 104 meters and 5.5 tons, respectively.

**Regional 3-C Pn/Sn Spectral Ratio Discriminant**

Pn/Sn amplitude ratios are corrected for attenuation that is modeled by: \( \log(\text{Pn/Sn}) = a + bD \), where \( D \) is the epicentral distance (in degrees), and the coefficients \( a \) and \( b \) are estimated by combining earthquake data from ARCES, KEV, and NORES. Estimated coefficients for Pn/Sn(6-8 Hz) are \( a = -0.890 \) and \( b = 0.056 \). Similar distance dependence is estimated using explosion data, supporting applicability of the attenuation corrections for both explosions and earthquakes.

Spatial variations of Pn/Sn are treated by kriging (Bottone et. al, 2002) station-averaged, distance-corrected log(Pn/Sn) data for earthquakes, assuming a constant offset between explosions and earthquakes. Kriging station-averaged data, versus individual station data, provides slightly more robust corrections by reducing random variations. Kriging requires a correlation length and residual and calibration variances as input parameters. The residual variance is estimated from a cluster of 20 earthquakes near Steigen, Norway to be 0.108. The total variance of the station-averaged, distance-corrected log(Pn/Sn) data for the regional earthquakes is 0.142. The difference of these variances yields an estimated calibration variance of 0.092. For kriging, the residual and calibration variances are set conservatively at 0.11. A correlation length of 5 degrees is used, typical of estimates in previous studies (Bottone et. al, 2002). The leave-one-out procedure is used to compute the corrected data values.

Figure 6 shows the correction and uncertainty grids and corrected data values. All of the markers for the explosions are black circles, corresponding to values above the local earthquake mean. The correction grid exhibits systematic spatial variations, which range from about -0.10 to +0.09. The grid of the posterior calibration standard deviation approaches the prior calibration standard deviation of 0.11 far from data, and is reduced to about 0.035 near the clusters of events in the Barents Sea south of Spitzbergen and near Steigen, Norway.

The Pn/Sn criteria treat the fact that each event has a different calibration uncertainty associated with the kriged corrections. Let \( R \) denote station-averaged, distance-corrected log (Pn/Sn(6-8 Hz)). An event is rejected as an earthquake if:

\[
\frac{R - \mu_{eq}(x_0)}{\sqrt{\sigma_{r,eq}^2(x_0) + \sigma_{c,eq}^2(x_0)}} > z_a,
\]

where \( \mu_{eq}(x_0) \) is the posterior mean (kriged correction term) and the denominator includes the residual and posterior calibration variances, estimated at the location, \( x_0 \), of the event being tested. Similarly, an event is rejected as an explosion if:

\[
\frac{R - \mu_{ex}(x_0)}{\sqrt{\sigma_{r,ex}^2 + \sigma_{c,eq}^2(x_0)}} < -z_a,
\]

where \( \mu_{ex} = 0.64 \) is the mean difference of \( R - \mu_{eq}(x_0) \) for explosions and earthquakes and \( \sigma_{r,ex} \) is the residual standard deviation for explosions, estimated from nuclear explosion data to be 0.11. In the preceding criteria, \( z_a \) is the \((1-z_a)\)-percentile of the standard normal distribution with zero mean and unit variance. For 0.005 significance level, \( z_a = 2.576 \).
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Figure 1: Pn beam ABF and CBF spectrograms for the 1996/01/13 event recorded at ARCES (DB w.r.t. max). Low frequency microseisms (<3 Hz), narrowband clutter (at 3.1, 5-5.5 and 8-8.3 Hz), and aircraft noise are attenuated, improving low frequency signal bandwidth and initial Pn arrival SNR.

<table>
<thead>
<tr>
<th>SNR Ratio for Embedded Signals (dB)</th>
<th>NORSAR/CBF</th>
<th>ABF/CBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARCES</td>
<td>1.0+/-.5</td>
<td>3.4+/-.17</td>
</tr>
<tr>
<td>FINES</td>
<td>1.7+/-.3</td>
<td>5.5+/-.2</td>
</tr>
<tr>
<td>NORES</td>
<td>0.7+/-.5</td>
<td>3.9+/-.7</td>
</tr>
</tbody>
</table>

Figure 2: SNR and false alarm rate results of detector comparison experiment. The top panel shows relative SNR gain achieved by the ABF detector. The bottom panel shows the cumulative number of unassociated detections at the ARCES array versus SNR = STA/LTA ratio or Fstat. ABF and conventional beams show similar false alarms per day.
Figure 3: SNR of FK-beams improve by almost a factor of 2 at SPITS as a result of elevation corrections and resampling for small magnitude event (July 27, 2002).

Figure 4: Map of the Matochkin Shar test site area showing visible adits (white triangles), other man-made artifacts (yellow squares) and seismic locations (red triangles) for the five largest nuclear explosions since 1984. The hatched area represents all those areas with at least 200 meter overburden and within 2 km of an adit, or with 3 km of any other visible man-made artifact. The fact that the seismic location of the Oct. 24, 1990 event falls outside the hatched area brings into question the designation of this event as GT1.
Figure 5: The lower frame shows the combined data cepstrum, using cepstra of regional phases at ARCES, KEV, FINES and LVZ for the August 12, 2000 Kursk explosion (black curve) and model cepstrum (green curve) that fits the main peaks of the data cepstrum. The upper frame shows the F-probability trace and threshold at a 0.005 significance level.
Figure 6: Correction (lower left) and uncertainty (lower right) grids for station-averaged, distance-corrected log(Pn/Sn) in the 6-8 Hz band using earthquake data. Circles and crosses represent explosions and earthquakes, respectively, with the size of the marker proportional to the corrected log (Pn/Sn) value.

Figure 7: Station-averaged, distance-corrected log[Pn/Sn(6-8 Hz)]. Marker colors indicate the classification results.